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#H: Filtering inversion based on model reduction method for porous
media models with random inputs
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#E: The model inputs (parameters, source, domain geometry and system
structure, et al.) in many practical systems are often unknown. We
need to identify or estimate these inputs by partial and noisy
observations to construct predictive models and calibrate the models.
In this work, the filtering inversion methods are proposed to reduce
the uncertainties. Ensemble-based filtering methods need to compute
the forward problem repeatedly. When the forward model 1is
computationally intensive, such as multiscale models, non—-Gaussian
model and anomalous diffusion models, the full order model would be
computationally prohibitive. In order to significantly improve the
simulation efficiency, seeking more efficient sampling from the
posterior and building surrogates of the forward models. For this work,
the generalized multiscale finite element method (GMsFEM), generalized
polynomial chaos (gPC) and variable—separation method (VS) are used to
construct the reduced order models. To mitigate the underestimation
for the variance of the posterior often occurred in ensemble Kalman
filters, we adopt the multi—stage updates. We present a few numerical
examples to illustrate the performance of proposed filtering methods
based on model reduction methods. These filtering methods are applied
to parameter estimation and state forecast of time—dependent anomalous
diffusion models and data assimilation problems.
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M H: Reduced basis methods for parameterized PDEs
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#E. Reduced basis methods are widely used for solving parameterized
PDEs. The idea of reduced basis methods is to find low-rank structures
in the discrete solutions of PDEs, and to build efficient basis
functions using the low—rank structures for Galerkin projection. In
this talk, we demonstrate several success applications of reduced basis
methods in the area of uncertainty quantification. Especially, we find
that the low—rank structures can be independent of the numerical
schemes, but they are properties of the underlying PDEs

This is joint work with Howard Elman, Guang Lin and Jinglai Li.
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M H: Non-intrusive reduced-order model for time—dependent stochastic
partial differential equations utilizing dynamic mode decomposition
and polynomial chaos expansion
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fE: In this study, we present a novel non—intrusive reduced-order
model (ROM) for solving time—dependent stochastic partial differential
equations (SPDEs). Utilizing proper orthogonal decomposition (POD), we
extract spatial modes from high—-fidelity solutions. A dynamic mode
decomposition (DMD) method is then applied to vertically stacked
matrices of projection coefficients for future prediction of
coefficient fields. Polynomial chaos expansion (PCE) is employed to
construct a mapping from random parameter inputs to the DMD-predicted
coefficient field. These lead to the POD-DMD-PCE method. The innovation
lies in vertically stacking projection coefficients, ensuring time-—
dimensional consistency in the coefficient matrix for DMD, and
facilitating parameter integration for PCE analysis. This method
combines the model reduction of POD with the time extrapolation
strengths of DMD, effectively recovering field solutions both within
and beyond the training time interval. The efficiency and time
extrapolation capabilities of the proposed method are validated through
various nonlinear SPDEs. These include a reaction—diffusion equation
with 19 parameters, a two—dimensional heat equation with two parameters,

and a one—dimensional Burgers equation with three parameters.



